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Korea e-Science Project

National e-Science Project in Koreais about providing innovatively enhanced research infrastructure which
enabl es researchers to use nationwide distributed R&D resources such as, high performance computing,
databases, scientific instruments, and al'so human resourcesin research areas as a linkage systemin
cyberspace by using high-end information techno ogy.

= [nnovation of R&D environment and international competitive power in Science
— Rapid changes in paradigm of S&T into the global collaboration by e-Science
— To participate in the standardization of global e-Science environment near future

= Infrastructure of e-Science helps the improvement of the various fields of R&D
activities in Korea
— Effective investment of R&D activities by sharing the nationwide R&D resources
— A balanced development of national infrastructure for the S&T by the advancement of
the traditional R&D activities by using e-Science

= To achieve successful e-Science project by the use of the highly developed
information technolgies and network infrastructure in Korea and to do the good
outreach to the benefits of common society
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Korea e-Science Project

» To advance research infrastructure and national competitiveness by effectively using
distributed resources using information technology

— Making the best use of Korea’s IT infrastructure

= To providing advanced collaborative environments to researchersdistributed over the country
— Helping the decentralization

= Construction of Grid infrastructure is being constructed through “National Grid Project’ of
Ministry of Information and Communication
— Limited to the construction of next generation internet
— Support for application projects are limited, only small scale projects are supported
— National scale application projects are not possible

= Sharing and remote use of expensive equipments in government labs and academic
institutions are very limited
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Korea e-Science Project

Improving productivity of R&D by e-Science

Preperation for building the e Sdience infrastructre ]

» Goal : To develop and deploy common SWs for e-Science

=  Periods : 15t Phase (KFY 2005 ~ 2007)
: 2" Phase (KFY 2008 ~ 2010)

=  Budget: 100 M USD for developing common softwares
" Supervisor : MOST (Developer: KISTI)
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Korea e-Science Project

= Currently, we selected 5 areas of application for e-Science project.

»  Each application will be developed based on common software andeach group will contribute 1c
the common software.

Title Organization Area
1 Devglopment of Molecular Slmulatlon E-Science Research Konkuk University BT NT
Environment and e-Glycoconjugates
5 Development of e-Science Environment for HG2C (Human Gene to Soonasil Universit BT
Chemical) based on Service-Oriented Architecture 9 y
Construction of Numerical Wind Tunnel on the e-Science Seoul National
3 ) . Aerospace
Infrastructure University
4 Establishment of e-Science environment using the high voltage KBSI(Korea Basics Equipment
election microscope Science Institute) control
Construction of e-Science Environment for Weather Information Pukyoung
5 . . Meteorology
System University
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e-AIRS (Aerospace Integrated Research Systems )

# Themain goa of e AIRS is to establish the powerful and user friendy collaboration environment to aerospace researchers.

4  Through the user friendly e-Science grid portal system, the e-AIRS provides remote CFD(Computational Fluid Dynamics)
calculation and experiment management system .

#  KISTI, SNU,
BAE Sysrtems ==
SNU CS -
M= Grid .
HPC RN Collaborators Digital Devices
-l.:" A | ;Ergura’,(- 1 U3 Fa.éa._.'-ln'l'-'_:l'lr
= orta Solution y antrod itori L
& e II||_ '—'Ef.' rd Monitoring =
- ENU CFD . &
Visualizar - f . Ramala

“.:'- o Cuscussion Wind Tunnel

Da}:a.,ﬁ;nﬁl'_g;sis Computation Experiment
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e-AIRS (Aerospace Integrated Research Systems )

( CFD Framework

» Fortran / Cactus CFD solvers

» Multi-block & automatic parallel computation
» Accurate and efficient numerical schemes

= Euler / N-S / turbulence problems

» Design optimization

( Remote Wind Tunnel Exp. Management

= Wind tunnel tests by accurate PIV(Particle
Image Velocimetry) system

» Portal interface : remote request and
monitoring service on the portal service

Cdllaboration System on the Access Grid

» Data-sharing system between indiv

= Access Grid : Video and audio conference

idual / group researchers

Portal Service

| ntegrated Research Environment

= Remote management syst

= CFD/experimental data-co

= CFD computation service by fortran / Cactus solver

» Portal interface : independent of time & place

em of wind tunnel experiment

mparison system

» Collaboration environment using Access Grid
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e-AIRS (Aerospace Integrated Research Systems )

% Portd Service
# CFD calculation service — mesh generation and job monitoring
# Remote experimental service — management of requests and monitoring service of the wind tunnd experiment

# Simulated result correctness verification system
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e-AIRS (Aerospace Integrated Research Systems )

% Expected Resuits

® & & & & H @

Because the expensive paralel computing resources and wind tunnel can be shared and any researcher
can access these resources, the boundary of research topics will be enlarged.

The R&D time and cost will be reduced and the efficiency will beincreased.

With the more powerful cdllaboration system, many individud andgroup researchers are able to
establish large size projects and share their research products.

Web porta service will provide the convenient research environment independent of time and space.

Portal GUI will make it easy to access the research devices. This will make the non-experts produce thei

own research data more conveniently.
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High Voltage Electron Microscope (HVEM) Grid System

# Toimprove research performance using the globa research netwok
4 To share and use the costly High Vdtage Electron Microscope (HVEM) efficienty

# Tomax the synergy effect achieved by databases of experimental data

A ‘ .
Save and Search

Storage Server Computational
Nodes

Grid Web Portal
Service

Remote Control

EGrid Server

Automated P
Workflow Streaming Servpr

" Internet 3 ( KBSI Network‘—ﬁ

HVEM Grid Infrastructure
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High Voltage Electron Microscope (HVEM) Grid System

N (# Image Handling: Streaming service provides real-time streaming from

® Remote Contral: HVEM contrd service provides remote control of
CCD camera and capturing service enables the images streamed tobe

HVEM, goniometer, and CCD camera via encapsul ated web service.
captured and stored.
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High Voltage Electron Microscope (HVEM) Grid

System
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High Voltage Electron Microscope (HVEM) Grid System

# Expected Resuits
|

HVEM

Practical
Virtual
Laboratory

Efficient Usage
of HVEM

- Resource Sharing
& Distributed
Collaboration
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Meteorology e-Science

% Efficient and Standardized Data Access
%  |ntelligent Data Management of SAM file Podl

4 Dynamic Catdoging

/' Globus \

‘L i H /' Web Interface \_’ Chitrera
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results
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Meteorology e-Science

Data Management Service
- Compliant with Data Grid
- On-Demand Catal oging on GDS (Grads Data Server)

MM5 Workflow

Output Display Service
-GrADS Plug-in on Grid Sphere

Resource Management Service

- Computing Resource  monitoring & discovery
Peta-Bytes Data Pod Handling

- Meaningful Data Representation from huge size of files
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Meteorology e-Science

Grid/Web Senvic
WebPortal ot
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=
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# System Architecture
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Meteorology e-Science

4 Expected Results
4 Efficient Data Management (File & DB combination)

% Efficiency of Storage usng Dynamic Cataloging

% Easy Access & Quick Searching to Peta-Bytes

% Weather Data

4 |nteroperability between LAS(Live Access Server) and
¢ GDS (Grads Data Server)

# Changing to Semantic Data Management
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HG2C Project

(Human Genome to Chemicals for Drug Discovery)

o Construct an HG2C Portal that integrates various BT applications

Cheminformatics

for efficient drug discovery

Hp22 32 -a e
p2a 32 -
p —g Ha 428138
Hp2d.22 —
Hp2d.1d
g e zoon How to
N
. Connect?
wis.d i
s 1) R
E;ij;gf he [t
Genome DB Chemome DB
30,000 sequences (Human) 20,000,000 compounds
o BT Application S/W
¢ IDPro

= Predict protein structure

+ IDPharmo (PharmoMap + PharmoScan)
»« PharmoMap: Define active sites and generate multiple 3d feature maps
» PharmoScan: Virutal screening



OIS ALl Korea Institute of Science and Technology Information 7@6’ Ki S

HG2C Project

(Human Genome to Chemicals for Drug Discovery)

% HG2C Workflow

~ATGCATATGCATGCATGCATGCATGCATC Identify Tiarget Protein Active'Sitel Analysis Generate Pharmacophore
GATGCATGCATGCATGCAT..

uman Genome Sequence
(3bililon base, 30,000 gene)

OB ;32,355 structure

zop, Cath, FSSP : protein fold database

Sequence Alignment (Blast)
+ Using multiple alignment

+ Decide identity, and number of
reference

Protein Structure Prediction (IDPro)
o Minimize level, MD level, rand level

harmoScan

...KIGIFFSTS; GNTTEVADFI...

- Comparative
modeling

- Threader

- Ab initia etc

- - o Condition optimization
,’Jﬂ g TE:W %ﬁﬁr + Active site radius
0 B‘%‘P% M Wp A + Feature tolerance & wei

+ Rule of feature combina
#lf” P Bt g‘}"f o Compound scoring

“}g;o A by
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HG2C Project

(Human Genome to Chemicals for Drug Discovery)
# MSF (Meta Services Framwork)

o Mela services concepl is combined with WIMS system

# Meta Services

Define a part of a workflow as a new service
+» Workflow instance is declared as a workflow unit

in the service description

+ By overriding some attributes of a workflow unit,
s Pass parameters of a service to the workflow unit

s Setup service specific information

+ The new service can be wrapped to a Web service or a Grid service,

and reuse it easily

Specify service specific information

+ Restrict resources to allocate a specific service (user preference)

¢ Scheduling priority

Web Services Grid Services Portal Services

~

ctual Service
Layer

o e
e

Service Name

leta Service
Layer

Interface
Mapping

Service
escription
Layer

Attribute
Overriding

Korea Institute of Science and Technology Information 7@6’ KiS

+ Provide more reusable and adaptable workflow management
environment

+ Adapt Meta services to various service environments
such as Web services, porlal services, and Grid services

o Workflow description is divided into

MSF _ Service, MSF Flow, and MSF_ Task

o Consist of five small agents
¢ AM, RM, EM, OM, and SM
+ Increase flexibility and adaptability

O

and tasks
+ Advanced searching and sharing of the description is possible

Web
PSE :
Services
‘ Security
Service Ontology
Management ‘ Service

Collect
Resource
Information

Resource Workflow
Scheduling hamt

Web services

Execute &

Monitor Jobs . Faults
e ——

Legacy App MPI Job

Record

. DEC Historica

Performance

Aggregator

Ontology concept is applied to describe services, flows,

— Control Flow:
= Job Flows
et |Nf0 Flows
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HG2C Project

(Human Genome to Chemicals for Drug Discovery)

4% MAGE (Modular and Adaptive Grid Environment)

1 Modular and Adaptive Grid Environment
¢ Provide API for easy development of Grid application
¢ Provide transparency to end-users and developers

» Protocol transparency

» Running location transparepney [ ----"--"7-----ooo oo oo oo y

1
1
: - HTTP SMTP SOAP
» Implementation details transparency ' protocol Protocol Protocol
1
1
1

_ . C 1V Lc t ) ¢ t
+ Provide flexible and reliable layers CHPIER PR S

Request Broker

Service (T M/ . @ O A
Manager || =========—Sl- = = = = = = = —— - ——— - -

Reconfiguration
Manager
Component N A

|
|
1 Consist of 3 major components !
|

+ Serivce Manager

[
[
[
| 1
[
\{ Component Manager : Reflection |, | bz Pluggable Plug'gable :
g ' Package 1 Reflection || Reflection | |
+ Reconfiguration Manager I Sioraoe ! 1 Aaorithm || Algorithm | 1
- = - 1 A Fy
¥ [
| \J ; 1
| . . Environment 1
1 Service Service Monitorin |
I | Component Component 2 I
| Agent |
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e-Glycoconjugates: Integrated Grid Portal for the Molecular Simulations
of Glycoconjugates
#  The e-Science Grid porta system of e-Glycoconjugates was moti vated to study whole range of glycoconjugates with web-
interface.

# |t employs an innovati ve architecture to execute the molecular mulation, to analyze the smulation trajectory and to share
the smulation data with all other world users

Hetrieve simulation
@ data using simulation information Rerun simulation using simulation data

(‘2\ ﬁ [::‘uct' retrieved results
'“:i-' Fun sitnulation L\::' {1;’_,.

Data Grid & Computing Grid Web Portal I
Grid Web Portal Framework I

MGrid
System Data Grid
Computing Grid
Data Access Integration I

Grid Middleware

8 @ O RN

Simmlation Siralaion Information

Co uting Resources
informsation data e ®
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e-Glycoconjugates: Integrated Grid Portal for the Molecular Simulations
of Glycoconjugates

% Process WorkFlow

& Our problem solving process can be classified into three steps as

OPEN Molecular Topology File

fd I OWS. Molecular Structure Build Grid-Based MD Simulations
Energy Minimization Multiple Job Submission

DYNA MD Web-based Job Management
WRITE Trajectory

Human Check Point Human Check Point

Data Output

Trajectory Analysis
Graphic & Text Data Proces

# 1. Input script programming & bbb submit

L . ) ) Process workflow. Human check points were minimized to
# 2 Mutiple job simulations on the Grid computing system run a automatic job simulation

# 3, Trajectory andlysis & Text data processing

% Trajectory Processing

# The analysis facility of e-Glycoconjugates will support the automatic
trajectory processing to obtain valuable information on the hydrogen

bonding, hydration number, frandational diffusion, rotational motion and
radia distribution of water molecules around carbohydrates or
glycoconjugate molecules.

p—
EREIRTI=E T

Trajectory output and E,R-diagram for DB construction
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e-Glycoconjugates: Integrated Grid Portal for the Molecular Simulations
of Glycoconjugates

MGrid : A Molecular Grid System Logout

Welcome, Chei, Young-jin

welcome || PSE

Projects
Define name and comments
. . Bo to STEP  [Define name and comments |
A web portal for e-Glycoconjugates has a graphic N
levis M simulation =

user inte‘fxe (GUI) Comments

Submit Made to Project

4 create a job, o

= tod Job |Disaccharide
© JPT- 1= 3 4]
JPT-generated Job |, 0 ite ORt

@ Basic Job

4 submita job to the computing grid, [ ] et

#  save and refrieve data to the database on the data grid [ oo

MGrid : A Molecular Grid System Logout
. lcome, Choi, Young-jin
Supports various search method on the molecular p—
Job Submit
simulations. om—
isaccharide ma® ) Repasitory
4 queries by keyword, structure, classification or by boota sotn o o - AT
DOB2I0 | gy e RO EIEN
. Glep 01 BAIT): ST ) 34
combining or al these factors. — o Bl CRNEL ) E—
trdfeart] [t oortins .. carbo.crd 201211, v Logout
f . (Y . o o k) g
4 Full supports for the name-searching and automatic ' o ] Rokans % T —
bb0 20-6lm flcan) [t cortains tf i 3
i L 2 crd[wat56] [t oortains .. 56 ﬂ/ 3
analyses are now in progress. -

rBasic Job - Task Define (113}

Go fo STEP |Bis\:Jnh—_3} Defne 1) j
TaokType  [AVEER#0 paall] K
“mcle fapgin pitey (AMEERAT D (parsle]
Tk () [ o)

Soreen Capture? (MEERED sendl
{stdout Redirection) & .
(CHARMNEEZB2 flarge)
(CHERMMEE2H fparalie]
[GAISSIANATS [serial

g e 1y gicsphe
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e-Glycoconjugates: Integrated Grid Portal for the Molecular Simulations
of Glycoconjugates

> Bio-|nformation Production

4 We have been carrying out conformational mapping of more than 1,000 carbohydrate chains to serve dynamic structure DB containing

wide range of glycans of which three-dimensional structures are known or unknown.

4  The effects of glycan chain structure on the protein folding and stability are al'so going in a progress.

4  Thee-Glycoconjugates performs the molecular simulations on the more than 100 biologically important glycoprotein such asprion,
collagen, antifreeze peptide or ribonuclease

4 Understanding for the structural dynamics of glycoconjugates is a prerequisite for the opening in personalized medicine. We are

convinced that valuable systematic information frome-Glycoconjugates is able to offer theoretical background to the structurebased MD ccnfcrn'aum of the

design of novel glycoconjugates. o o wthelycan
chan
Biosimulation Job - Grid Comﬂing Engines - Information
Middle-Ware ];[-Olelwtl-ar B Analyzed E
) _ imulations Database
Midde-Ware g;;zyi‘;;r:zi Sh_a_ri_ng_l\/_ll'Wg
Job Submit
Work Flow-
Management

Web-Interface




OIS ALl Korea Institute of Science and Technology Information 7@6’ Ki S

Korea e-Science Project

# Area : High-speed Research Network (KREONET) Giga backbone deployment and services
#  Characteristic: Seoul-Daejeon(10Gbps), 12 local network centers (5 and 2.5Gbps)
# Integrated monitoring system service (24 hours), Apply next-generation technology (IPv6, QoS, Multicas

# Results: High-end application (e-Science, Grid) needs based Infrastructure

Singapo ed 12 Area Backbone KIX _
Py REN -O»t55M  ? 200-R&D Organizations 26 C__=—€R&D Users>
(API) O—_(Seau))

Europ 1G

- EP-MNet ,

(TEm) ouieon) Sy —2 =0 &D User
|1oe 1G IX/Dacom %

CL( &D User

l )™25G
. | G 245\??[) _tG—IXCDL( &D_User
STAR TAP 1 D . P

*StarLight 1o BNGIX

Abilene

I
6TAP SuperSIReN
DIeokScienceT wn Daeqt
W 1£ 1 1£ A 1& 1& EAan
K K K K K C ISM ahh
B A R I A N
S R I G 1 U f
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Korea e-Science Project

® Definition : The world’s first global science & technology network connecting the contin
with 10Gbps ring-type lambda network (Funded by Korea, US, Russia, and China)

® Application : Serve as international collaborative network for high-end science and
technology areas such as high-energy physics, bioscience and nuclear fusion that reqt
real-time large scale data transfers

GLORIAD

(USA-Russia-China-Korea)

10Gbps Amsterdam Novosibirsk
ok o
Chicago (Rend AN
F
Seattle NCSA/NS
— TEIN
To | TEIN

StarLight

Singapore
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Korea e-Science Project

Grand Challenges
And Globalization

_ Scientific
e-Science | nfrastucture Cyberinfrastructure
~
Nationwide
Soft infrastructure

Cdllaborative
Utilization of
Ecquipments

SR T Information
Systems
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